
139

Copyright © 2023, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter  6

DOI: 10.4018/978-1-6684-5643-9.ch006

ABSTRACT

The study utilizes an artificial neural network model for determining the fundamental period of Light-
Frame Wooden Buildings, employing the Bat algorithm on a data set of 71 measured periods of wooden 
buildings. The number of stories, floor area, storey height, maximum length, and maximum width are 
selected as input parameters to estimate the fundamental period of light-frame wooden buildings. The 
accuracy and the competitiveness of the developed model were evaluated by comparing it with a similar 
particle swarm optimization (PSO)- ANN scheme, the formulas provided in the National Building Code 
of Canada, an equation obtained from the Eureqa software, and a non-linear regression (NLR) model. 
The results of the research show that the bat-ANN model exhibited the best overall performance with 
the lowest RMSE and MAE error values and the highest values of the Coefficient of determination, R2, in 
comparison to the other examined models. Therefore, the proposed Bat-ANN model can be considered 
as a reliable, robust, and accurate tool for predicting the fundamental period of wooden buildings.
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INTRODUCTION AND BACKGROUND

Reliable seismic analysis and design of a structure require precise knowledge about the fundamental 
period of the building, among other dynamic characteristics. Building codes around the world provide 
simplified formulas for estimating the fundamental periods of buildings constructed with different ma-
terials, structural systems and geometries (Panthi et al., 2021). The National Building Code of Canada 
(NBCC) provides empirical formulas to calculate the fundamental lateral period of vibration of differ-
ent structural systems, such as shear walls, steel moment-resisting frames, reinforced concrete moment 
resisting frames, and steel braced frames (NRC/IRC, 2015). The formula for shear walls can also be 
applied to what is termed in the code as “other structures” and it is only a function of building height 
above the base, hn, as presented in Eq. (1).
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Proper estimates of the fundamental period is imperative in seismic analysis and design as it is the 
basis for the calculation of the design base shear and any error in estimating the fundamental period 
could have significant consequences in over- or under- estimating the seismic forces, leading to an 
overly conservative or unsafe design. An alternative method for calculating the building period, which is 
permitted by the NBCC is using numerical methods, such as Rayleigh’s method or eigenvalue analysis. 
The drawback of using such methods is their association with uncertainty in input parameters, especially 
pertaining to the stiffness of the structural system, as well as some limitations related to lower bound 
limits imposed on the base shear.

It has been well recognized that considering the building height as the only variable describing the 
dynamic characteristics of a building and to approximate the period based only on the height is not suffi-
cient. Several investigations have been conducted to evaluate the adequacy of these equations on concrete, 
steel and wooden buildings, and several authors have suggested improved equations. The subsequent 
section provides the state-of-the-art knowledge on building periods established based on field measure-
ments and using finite element analysis methods. In the present study, an ANN model employing the Bat 
Algorithm is developed to provide a better prediction of the fundamental period of light-frame wooden 
buildings including several additional parameters to the building height. While similar approaches can be 
found in the literature, the methodologies used in these studies are limited to mainly concrete structures 
(Plevris & Solorzano, 2021; Solorzano & Plevris, 2021). In the current study, the model exhibiting the 
best performance is selected from a set of examined ANN models and subsequently compared with other 
models, such as ANN-Particle Swarm Optimization, Nonlinear regression, the NBCC (NRC/IRC, 2015), 
as well as equations derived from the Eureqa software (Dubčáková, 2011; Schmidt & Lipson, 2009).

LITERATURE REVIEW

The majority of the available literature on experimental studies with aim to investigate the fundamental 
period of existing buildings have been focused on concrete structures, while limited studies are available 
for steel and wooden buildings. The proposed equations have primarily depended on the seismic force 
resisting system (SFRS) typology, material types which relates to the building mass, and overall building 
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geometry. Farsi and Bard (Farsi & Bard, 2004), Lagomarsino (Lagomarsino, 1993) and Gilles (Gilles, 
2011) performed ambient vibration tests (AVT) on several reinforced concrete shear wall buildings and 
suggested improved relationships for estimating the building periods required for the calculation of the 
base shear in seismic design. The proposed equations were limited to linear expressions with the height 
of the buildings. The period equations suggested by other authors for reinforced concrete shear wall 
buildings, such as Goel and Chopra (Goel Rakesh & Chopra Anil, 1997), Lee et al. (Lee et al., 2000), 
Morales (Dominguez Morales, 2000) provided expressions with multiple variables and were not limited 
to building height.

The study undertaken by Goel and Chopra (Goel Rakesh & Chopra Anil, 1997) assessed the code 
period equation for shearwall buildings specified in the US building codes (NEHRP 94, SEAOC 96 
and UBC 1997) by investigating the fundamental periods measured during strong ground motions. The 
authors reported a significant scatter in the measured period and suggested an improved expression based 
on regression analyses of experimental results from nine shear wall buildings that included variables 
related to shear wall dimensions, such as height and equivalent shear area (Eq. (3) in Table 1). Similarly, 
Lee et al. (Lee et al., 2000) focused on evaluating the period formula in the Korean building code by 
employing fundamental period data-set of fifty reinforced concrete shear wall buildings. The periods 
were measured using ambient vibration testing, and the proposed relationship for estimating the period 
derived for a uniform cantilever shear beam is shown in Eq. (4).

Morales (Dominguez Morales, 2000) evaluated the code period equation for concrete shear walls and 
frame buildings and proposed an equation that accounted for the moment of inertia (equivalent second 
moment of area) and height of the building. The equation was linear regarding the height but nonlinear 
with the moment of inertia and demonstrated a reasonable correlation with the measured periods. The 
proposed equation (Eq. (6) in Table 1) was derived from the database of the buildings whose fundamental 
periods were measured during strong earthquake motions by the California Strong Motion Instrumentation 
Program (CSMIP) and by the National Oceanic and Atmospheric Administration (NOAA). It should be 
noted that the dataset used in this study was mostly similar to that employed by Goel and Chopra (Goel 
Rakesh & Chopra Anil, 1998) in establishing Eq. (3).

Gilles et al. (Gilles et al., 2011) created a database of 27 reinforced concrete buildings and proposed 
an improved relationship for the fundamental period of concrete shear wall buildings as a function of 
the building height. The improved equation was found to provide better estimates when compared to the 
equations provided in the code and other improved models available in the literature. Models to estimate 
the vibration period of torsion, second modes and models that could account for the uncertainty associ-
ated with fundamental period were also proposed in this study.

Efforts have also been made to investigate the applicability of code equations to wooden shear wall 
buildings. Camelo (Camelo et al., 2001) proposed a period formula based on a non-linear expression as 
a function of the building height. The proposed equation was capable of predicting the period of wooden 
buildings more accurately than the period formula provided in Uniform Building Code (UBC 97) (Paz & 
Leigh, 2004). Hafeez et al. (Hafeez et al., 2018, 2019; Hafeez et al., 2014) developed a comprehensive 
database of measured dynamic properties of light-frame wooden buildings based on ambient vibration 
tests. The study assessed the adequacy of the NBCC code formula for approximating the fundamental 
period of wooden shear wall buildings. The suggested equation was non-linear with building height, 
shear wall length and floor area.

Table 1 summarizes the experimental studies that provided alternative expressions to calculate the 
fundamental period of shear wall buildings for different materials. The studies reported in Table 1 em-
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phasize the need to include more sophisticated approaches with several parameters in order to obtain a 
better estimate of the fundamental period. One of the issues associated with testing several buildings in 
order to develop an approximation of their behaviour is that the buildings are very complex systems that 
even when multiple parameters are included in the analysis, it does not guarantee the adequacy of the 
proposed model. Also, typically the effect of the individual parameters is not assessed separately. This 
has made assessment procedures like ANN a useful alternative as will be demonstrated in this study.

During the last years, there has been an increasing trend in employing ANN for the solution of complex 
problems in various scientific fields, including economics, engineering, and many others. In the field 
of structural engineering particularly, ANN has been successfully applied to solve various engineering 
problem (Lagaros & Papadrakakis, 2004; Plevris & Tsiatas, 2018). Examples of ANN having been suc-
cessfully applied includes the modeling of masonry failure (P.G. Asteris & V. Plevris, 2013; Panagiotis 
G. Asteris & Vagelis Plevris, 2013; Asteris & Plevris, 2017; Plevris & Asteris, 2015; V. Plevris & P.G. 
Asteris, 2014; Vagelis Plevris & Panagiotis G. Asteris, 2014; Plevris et al., 2017; Plevris et al., 2019), 
predicting the compressive strength of concrete containing recycled aggregate (Dabiri et al., 2022; Kan-
diri et al., 2021), modeling the corrosion rate in cables of suspension bridges (Ben Seghier et al., 2021), 
predicting the properties of FRP-Confined Concrete Cylinders (Ahmad et al., 2020), determining the 
nominal shear capacity of steel fiber reinforced concrete beams (Ahmadi et al., 2020), predicting the 
bond stress of corroded steel reinforcing bars in concrete members (Ahmadi et al., 2021), and predicting 

Table 1. Equations proposed for estimating the fundamental period of shear wall buildings

(Author, Year) Material Proposed 
Equation Eq. Parameters Method

(Lagomarsino, 
1993) Concrete T1=0.018H (2) H: Height of the building Ambient 

vibration

(Goel Rakesh 
& Chopra Anil, 

1997)
Concrete T h

Ae
=
0 0062.

(3) Ae: Area of the floor
h: Height of the building

Earthquake 
Records

(Lee et al., 2000) Concrete T h
Lw

�
�

�
�
�

�

�
�
�

0 4

0 2

.

.

(4)
h: Height of building (m) 

Lw: Total wall width per unit plan area 
(m-1)

Ambient 
vibration

(Farsi & Bard, 
2004) Concrete T1=0.01h (5) h: Height of the building Ambient 

vibration

(Dominguez 
Morales, 2000) Concrete T h

I
� �0 13 0 4

0 25
. .

.
(6) h: height of the building 

I: Moment of inertia

FEA and 
linear 

regression

(Gilles et al., 
2011) Concrete T=0.020h (7) h: Height of the building Ambient 

vibration

(Hafeez et al., 
2018) Wood T h

l
= 0 045 0 36
. (

.
A) (8)

H: Building height 
A: Building area 

l: Shear wall length

Ambient 
vibration

(Camelo et al., 
2001) Wood T hn= 0 032 0 55

.
. (9) hn: Building height (ft) Forced 

vibration
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the capacity of concrete walls (Sharib et al., 2021). ANN has also been successfully used for modeling 
and analyzing wooden structures, such as for predicting the compression strength of heat treated woods 
(Tiryaki & Aydın, 2014), predicting the mechanical properties of wood (Fathi et al., 2020) and investi-
gating wood bonding quality based on pressing conditions (Bardak et al., 2016), among other interesting 
and innovative applications.

ARTIFICIAL INTELLIGENCE AND OPTIMIZATION ALGORITHMS

Artificial Neural Networks

An ANN consists of an input layer and an output layer and between them there exist a number of hidden 
layers that execute factual processing through weighted connections between the neurons of each layer. 
In a fully connected ANN model, each neuron of a layer is connected to every neuron of the next layer. 
The final, output layer is used to obtain the processing outcomes (Plevris, 2009).

A feed-forward neural network is an ANN in which nodes do not form a directed cycle. The infor-
mation in this network flows solely in one direction from the input nodes to the output nodes, passing 
through the nodes of the hidden layers. The feed-forward network comprises several layers of comput-
ing units, coupled in a feed-forward manner. Each neuron in one layer is connected to neurons in the 
adjacent layer via directed connections. In many applications, these networks’ units use the sigmoid, 
tangent sigmoid, purelin (Linear), poslin (Positive linear), and log sigmoid transfer functions as activa-
tion functions (Pham & Liu, 1995).

Bat Algorithm

The bat optimization technique was inspired by the tracking properties of little bats seeking prey and 
specifically the behavior of bats when they reflect sound. The Bat algorithm begins by establishing a 
population of bats and determining their global optimum position in the search space using a fitness cost 
function. Each bat’s position is decided by a random step toward the global optimum position. If a bat 
receives a signal from the global best location during an iteration, it will migrate towards that location. 
In each iteration, if the calculated new position of each bat improves the value of the fitness function for 
that bat, then the new position is saved. The algorithm iterates until a stop criterion is reached (Dehghani 
& Bogdanovic, 2018). This approach is also suitable for training an ANN. The network’s weights and 
biases are considered as the design variables of the optimization problem, i.e. the position vector of a 
bat, and so each bat population represents a phase of the ANN training. The network’s prediction error is 
assigned as the bat’s cost function value, which needs to be minimized. In this sense, the bat algorithm’s 
final solution represents a fully trained network (Dehghani & Bogdanovic, 2018).

The Bat algorithm initially generates a random population of bats and then changes its frequency 
using Eq. (10) (Aalimahmoody et al., 2021; Dehghani & Bogdanovic, 2018):

fi = fmin+ (fmax – fmin)𝛽	 (10)
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where fi denotes the frequency of the i-th bat, fmin denotes the minimum frequency, fmax denotes the maxi-
mum frequency, and β is a random value between 0 and 1. The bats’ position and velocity are updated 
using Eqs (11) and (12) (Srivastava & Sahana, 2019):

V V x fi
t

i
t

i
t

i
� � � �� �1

x
*  (11)

x x Vi
t

i
t

i
t� �� �1 1  (12)

where Vi
t  is the velocity of the i-th bat at iteration t, xi

t is the position of the i-th bat at iteration t, and 
x* is the global best position of the entire bat population.

The technique then uses Eq. (18) to relocate some bats towards the best global location (Shadbahr 
et al., 2021).

xnew = xold + 𝜀At (13)

where A represents the loudness and ε is a random value between 0 and 1.
The cost function value of each bat’s new position must be smaller than the one of the previous 

iterations. Following that, the algorithm modifies the pulse rate and volume using Eqs (20) and (21) 
(Dehghani & Bogdanovic, 2018):

A Ai
t

i
t� �1 �  (14)

r r ti
t

i
� � � �� �� �1 0

1 exp �  (15)

where α is a constant between 0 and 1, r0
i is the initial pulse rate, and γ is a constant value.

Particle Swarm Optimization

Particle swarm optimization (PSO) is a metaheuristic algorithm inspired by the behavior of swarms 
of animals (e.g., flock of birds) (Kennedy & Eberhart, 1995). Generally, random solutions are used to 
initialize the algorithm. The algorithm’s potential solutions, referred to as particles, possess particular 
positions and velocity vectors in the design space. The particles have a “memory” as they are able to 
“remember” the best cost function value associated with the locations they have individually visited 
(local best solution). Additionally, the algorithm tracks the best solution produced thus far by the entire 
swarm, referring to it as the global best solution (Plevris & Papadrakakis, 2011). The particle swarm 
optimization algorithm changes the velocity and the position of particles throughout the iterations thus 
taking them closer to their local and global optimal solutions. A random weight term is used to account 
for the influence of local best and global best solutions. In the ANN-PSO approach, the PSO optimizer 
is used for training the ANN, i.e. finding the values of the network’s weights and biases that lead to the 
minimization of the prediction error.
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Performance Metrics

To determine the model’s accuracy, statistical metrics (error metrics) need to be used. These metrics 
help identify the best models which exhibits the least error and has the most generalization capabilities. 
The root mean squared error (RMSE) and the mean absolute error (MAE) are the statistical metrics 
used in this study to assess the accuracy of the various models, as presented in Eqs. (16) and (17) (Li 
& Heap, 2008):

RMSE
n
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n

i i� �� ��

�
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where Ci and Oi define the calculated (model predicted), and the observed (ground truth) data, respectively, 
and n is the number of samples in the database. In addition, we also take into account the Coefficient 
of determination (R2), a number between 0 and 1 that measures how well a statistical model predicts an 
outcome (Plevris et al., 2022).

METHODOLOGY

Dataset

The measured period database used in this study is obtained from past studies on the estimation of the 
period of wooden buildings (Hafeez et al., 2018, 2019; Hafeez et al., 2014). The authors of these stud-
ies investigated the buildings’ response under low amplitude motion, where the responses of several 
buildings with various geometric configurations were measured using ambient vibration method. The 
recorded motions of the buildings were analyzed in the frequency domain to extract the modal parameters 
including frequency, mode shape and damping ratio. This study employs 71 samples with various input 
parameters to establish an expression for the fundamental period of light-frame wood buildings. The 
input parameters include number of stories, total building height, plan area and the maximum length and 
width on the building plan (where the plan dimensions are irregular). The statistical properties related 
to the input parameters are shown in Table 2.

Figure 1 provides an overview of the structural period distribution in the range of 0.11 s to 0.45 s, 
which shows that approximately 79% of the period data is less than 0.3 seconds. Furthermore, Figure 2 
shows a normal distribution curve demonstrating that the distribution of the fundamental period ranges 
mostly between 0.15 and 0.3 seconds.
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The correlation matrix of the input and output variables used in this study is presented in Figure 3, 
indicating a greater influence of the building height and the number of stories on the period of the building.

The subsequent section provides the details about various NN architectures developed employing 
optimization algorithms (Bat, PSO) used in this study, followed by the regression model (NLR), equa-
tions based on Eureqa software and the NBCC code model. Finally, the comparison among various 
best-performed models is discussed, and the conclusions of the study are presented.

Unlike a correlation plot, a Variation Inflation Factor (VIF), displayed in Eq. (18), is a measure to 
identify the multicollinearity of variables within the dataset. When correlation is considered among more 
than one variable, VIF will be the preferred method for estimating the variance of a regression coefficient. 
The value of VIF varies from 1, 1-5 and >10, indicating no, moderate and high correlation between the 
variables. Table 3 displays the evaluation of the correlation between variables with the VIF metric. As 

Table 2. Statistical properties of the light-frame wooden building parameters

Statistical Index Unit Type Min Max

Stories Number Input 1 6

Total height m Input 3.00 21.60

Max length m Input 6.00 96.00

Max width m Input 4.90 80.00

Area m2 Input 29.89 7680.00

Period s Output 0.11 0.45

Figure 1. The experimental data’s fundamental period distribution
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shown in the table, in most cases variables appear to be somehow correlated, having VIF values greater 
than 1, although in some cases the value is very close to 1 denoting practically no correlation.

VIF
R

�
�
1

1
2

 (18)

Figure 2. Box normal plot for the fundamental period

Figure 3. Correlation matrix for the input and output variables
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ANN Model Combined With Bat Algorithm

A Feed-Forward type ANN is employed for calculating the fundamental period of the 71 samples of light-
frame wooden buildings. The data were arbitrarily separated into two sets, as follows: 80% (57 samples) 
of the samples data were dedicated to the network training while the remaining 20% (14 samples) was 
reserved for network performance testing. In the development of the ANN model, the number of hidden 
layers and the number of neurons were selected based on the complexity of the problem, and Eq. (19) 
was used to obtain an estimate of the total number of neural cells of an ANN (Bowden et al., 2005).

NH ≤min(2NI + 1) (19)

where NH denotes the number of nodes of the hidden layer, and NI denotes the number of inputs. Given 
the five inputs, according to Eq. (19) the minimum number of nodes at each hidden layer should be 11. 
A number of different ANN architectures with two hidden layers are examined, as presented in Table 4. 
The first hidden layer has two to six neurons, and the second hidden layer has two to five neurons. For all 
ANNs, different transfer functions, including sigmoid, tangent sigmoid, purelin (Linear), poslin (Positive 
linear), and log sigmoid, have been used for the hidden and the output layers, as shown in the table. The 
Bat Algorithm was employed to adjust the weights and biases in order to minimize the prediction error, 
along with ANN training. Table 4 describes the different ANN topologies (16 in total) used in the study, 
while Table 5 describes the properties of the Bat Algorithm. The optimization parameters employed for 
reducing the errors in the ANNs weights of the Bat algorithm, shown in Table 5, were chosen based on 
recommendations from a previous study (Aalimahmoody et al., 2021).

All 16 ANN models were optimized using the Bat algorithm and their performances were assessed 
using three statistical indices, namely MAE, RMSE and R2. Table 6 provides the top three models and 
the corresponding statistical assessment measures, as well as the slope of the straight line, used for the 
training and the testing sets.

In Table 6, the inclusion of “2L” in the topology refers to the presence of two hidden layers and the 
numbers in parentheses indicate the number of neurons in each hidden layer. It can be observed that the 
Bat-ANN 2L (4-3) network has the lowest MAE and RMSE index in the training and testing phases. It 
also has the highest R2 value in both the training and testing phase (0.96 and 0.95, respectively) which 
indicates that the model is the most accurate among the 16 models of this study. The corresponding 
Bat-ANN 2L (4-3) network topology is shown in Figure 4.

Table 3. Evaluation of correlation between variables with Variation Inflation Factor (VIF)

Stories Height Max length Max width Area Period

Stories

Height 6.641

Max length 1.171 1.258

Max width 1.060 1.114 1.990

Area 1.041 1.073 3.110 6.170

Period 2.342 1.968 1.042 1.003 1.001
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To illustrate the performance of the Bat-ANN 2L(4-3) model, Figure 5 displays the calculated values 
of the model compared to their experimental counterparts (ground truth data) for the training set, while 
Figure 6 presents a similar trend for the testing set. Figure 7 shows the corresponding results for all 
data, training and testing, for the 71 samples. In each diagram the line of perfect agreement (i.e., y=x) is 
also displayed. It can be observed that most data points are close to the line of perfect agreement, which 
indicates the model’s ability to predict the data with reasonable accuracy.

Table 4. Different topologies used in ANN training

No Topology Hidden and Output Activations No Topology Hidden and Output Activations

1 5-6-5-1 TANSIG-PURELIN 9 5-4-5-1 LOGSIG-PURELIN

2 5-6-4-1 PURELIN-PURELIN 10 5-4-4-1 TANSIG-TANSIG

3 5-6-3-1 POSLIN-PURELIN 11 5-4-3-1 TANSIG-PURELIN

4 5-6-2-1 LOGSIG-PURELIN 12 5-4-2-1 PURELIN-PURELIN

5 5-5-5-1 TANSIG-TANSIG 13 5-3-5-1 POSLIN-PURELIN

6 5-5-4-1 TANSIG-PURELIN 14 5-3-4-1 LOGSIG-PURELIN

7 5-5-3-1 PURELIN-PURELIN 15 5-3-3-1 TANSIG-TANSIG

8 5-5-2-1 POSLIN-PURELIN 16 5-3-2-1 TANSIG-PURELIN

Table 5. Parameters of the Bat algorithm

Parameter Value Parameter Value

Population size 100 Max Generations 200

Loudness 0.9 Pulse Rate 0.5

Min Frequency 0 Max Frequency 2

Alpha 0.99 Gamma 0.01

Table 6. Performance metrics for the top three ANNs combined with the Bat algorithm

Num Topology
Train Test

MAE RMSE R2 y=ax+b MAE RMSE R2 y=ax+b

1 Bat-ANN 2L(5-5) 0.006 0.030 0.88 y = 0.9942x + 
0.0052 0.017 0.038 0.82 y = 1.0933x – 

0.0091

2 Bat-ANN 2L(3-2) 0.020 0.028 0.87 y = 0.9176x + 
0.0185 0.023 0.026 0.87 y = 0.7933x + 

0.0417

3 Bat-ANN 2L(4-3) 0.010 0.015 0.96 y = 0.9862x + 
0.0029 0.010 0.016 0.95 y = 0.9555x + 

0.0127
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Figure 4. The architecture of the ANN with topology 5-4-3-1

Figure 5. Experimental (ground truth) vs calculated values of the Bat-ANN 2L(4-3) model’s fundamental 
period (training data)
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Figure 6. Experimental (ground truth) vs calculated values of the Bat-ANN 2L(4-3) model’s fundamental 
period (testing data)

Figure 7. Experimental (ground truth) vs calculated values of the Bat-ANN 2L(4-3) model’s fundamental 
period (all data)



152

Predicting the Fundamental Period of Light-Frame Wooden Buildings by Employing Bat Algorithm
 

ANN Model Combined With PSO Algorithm

The PSO technique was used to train the same 16 ANN architectures specified in Table 4 in order to 
identify the best-performing PSO-ANN scheme. Table 7 provides the PSO algorithm parameters used 
in the study. The optimization parameters employed for reducing the errors in the ANNs weights of the 
PSO algorithm, shown in Table 7, were selected based on recommendations from a previous study (Sa-
dowski et al., 2019). Table 8 presents the top three models and the corresponding statistical assessment 
measures, as well as the slope of the straight line, used for all data sets.

The PSO-ANN model with the best performance was the PSO-ANN 2L(5-5) model with 5 neurons in 
each hidden layer, exhibiting an R2 value equal to 0.90 and indicating reasonable accuracy. The results of 
this model are presented in Figure 8 where the values of the experimental periods are on the horizontal 
axis (ground truth values) and the PSO-ANN predicted values are plotted on the vertical axis.

Nonlinear regression model and the Eureqa formula

Nonlinear regression (NLR) is a type of regression analysis in statistics in which observational data are 
modeled using a function of the form y eax bx� � ��

1 2  that is a nonlinear combination of the model pa-
rameters and is function of one or more independent variables. Successive approximations are used to 
fit the data. In the present work, five variables are employed as independent parameters, and the funda-
mental period is calculated using the DataFit software. The formula ln(y)= a1×x1 + a2×x2 + a3×x3 + 
a4×x4 + a5×x5 + a6 is used to evaluate several equations in this study. Eq. (20) illustrates the best case.

ln y= 0.1535×x1 + 0.0094×x2 + 0.0001×x3 – 0.023×x4 + 0×x5 – 1.9748 (20)

Table 7. The PSO algorithm parameters

Parameter Value Parameter Value

Max iterations 100 Swarm size 200

Cognition Coefficient 2 Social Coefficient 2

Table 8. Performance metrics for the top three ANNs combined with the PSO algorithm

Model
All datasets

MAE RMSE R2 y = ax + b

PSO-ANN 2L(5-5) 0.014 0.026 0.90 y = 0.9238x + 0.0159

PSO-ANN 2L(4-4) 0.013 0.038 0.83 y = 1.0176x + 0.0017

PSO-ANN 2L(5-3) 0.038 0.053 0.57 y = 0.568x + 0.1004
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where the dependent variable y denotes the period, x1 is the number of stories variable, x2 is the plan area, 
x3 is the story height, and x4 and x5 are the variables associated with the maximum length and maximum 
width of the buildings, respectively. It should be highlighted here that the variable x5 (maximum width 
of the building) is in fact not included in the model, since it is multiplied with zero.

In the examined NLR model, presented in Figure 9, an R2 value of 0.58 is obtained, and the straight-
line slope is determined as 0.5869. It can be noted that a wider scatter is observed for the period in the 
range of 0.3 to 0.5 s, compared to the period range from 0.1 to 0.3 s.

Eureqa software (Dubčáková, 2011; Schmidt & Lipson, 2009) is a tool used to derive mathematical 
equations that represent varied collections of measurable inputs and outputs. A sequence of simple and 
sophisticated models is constructed using various mathematical operations such as addition, subtraction, 
multiplication, and trigonometric functions. The best-fitting data model with the least amount of error 
can then be chosen according to the procedures for developing mathematical models using the software. 
Prior to the search for suitable models, it is necessary to select the mathematical operators that will 
be utilized to build the models. In the beginning, basic mathematical operations such as addition and 
multiplication are selected to formulate the model for every parameter. If the model does not fit the data 
precisely, then additional operators including trigonometric and logarithmic functions may be added, 
and the procedure is repeated until the most precise model is finally achieved (Al-Subhi, 2020). This 
paper presents a mathematical equation obtained using the Eureqa software, to estimate the fundamental 
period as presented in Eq. (21).

Figure 8. Experimental (ground truth) vs calculated values of the fundamental period for the PSO-ANN 
2L(5-5) model (all data)
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Where the dependent variable y denotes the period, x1 is the number of stories, x2 is the area, x3 is the 
height, and x4 is the maximum length. In the mathematical model obtained from the Eureqa software 
(Figure 10), the R2 value is equal to 0.65, and the slope of the straight line is 0.7114. The scatter trend 
found with Eureqa is somewhat similar to the one of the NLR model with slightly better correlation 
between the measured and the calculated period.

NBCC Standard Code Formula

The suitability of contemporary building code formulas to estimate the fundamental period of a struc-
ture has been discussed in the introduction section. This section provides a measure of the ability of the 
empirical formula in the NBCC (NRC/IRC, 2015) to predict the period of the sample buildings used in 
the current study. It can be observed from Figure 11 that a wide scatter is present in the data, indicating 
the limitation of the building code expression being a function of the building height, only.

Figure 9. Experimental (ground truth) vs calculated values of the fundamental period for the NLR model 
(all data)
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Figure 10. Experimental (ground truth) vs calculated values of the fundamental period for the Eureqa 
model (all data)

Figure 11. Experimental vs calculated values of the fundamental period for the NBCC standard (all data)
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Comparison Between the Various Models

The best performing models for each category, i.e. (i) Bat-ANN, (ii) PSO-ANN, (iii) NBCC, (iv) Eureqa 
equation, and (v) NLR are compared based on the MAE and RMSE error metrics values, to evaluate 
their overall performance. The results are presented in Table 8, and they show that the Bat-ANN model 
provides better performance and precision for predicting the building period followed by the PSO-ANN, 
Eureqa equation, NLR, and then the NBCC model.

The predictions of all models in the testing phase are shown in Figure 12, where the top part of the 
figure compares Bat-ANN, PSO-ANN and NBCC with the ground truth (experimental) values, and 
the bottom part of the figure shows the comparison between Bat-ANN, Eureqa, and NLR model vs the 
ground truth values.

According to the results presented in Table 8 and Figure 12, it is shown that the Bat-ANN is the most 
accurate model, achieving predicted values of the period which are closer to the ground truth values. The 
Bat-ANN model exhibits the lowest RMSE and MAE metric values in the training phase, testing phase 
and overall data comparisons. The same conclusions are drawn also by examining the R2 index where 
the Bat-ANN model performs best with an R2 value of 0.96 for the overall dataset.

Another way to represent the results is through the Taylor diagram, which is a mathematical rep-
resentation designed to graphically indicate which of several approximate models is the most realistic 
(Taylor, 2001). The diagram combines three statistical quantities, namely the Centered Root Mean 
Square Difference (CRMSD), the Pearson correlation coefficient R and the Standard Deviation σ in a 
single diagram that is easy to read and interpret (Elvidge et al., 2014). Details on the formulas used for 
the calculation of these three quantities can be found in the work of (Plevris et al., 2022). The Taylor 
diagram of the models examined in the current study is presented in Figure 13, where the ground truth 
results are represented with the “Reference” point. It can again be observed that the Bat-ANN model 
demonstrates once again the best performance, being the one closest to the reference point.

Table 8. Error metric values of the different models

No Topology
Train set Test set All data

MAE RMSE R2 MAE RMSE R2 MAE RMSE R2

1 NLR 0.037 0.052 0.58 0.049 0.054 0.64 0.039 0.053 0.58

2 Eureqa equation 0.030 0.047 0.66 0.042 0.053 0.53 0.032 0.049 0.65

3 NBCC 0.074 0.090 0.49 0.085 0.105 0.57 0.076 0.094 0.50

4 PSO-ANN 2L(5-5) 0.012 0.021 0.93 0.025 0.039 0.70 0.014 0.026 0.90

5 Bat-ANN 2L(4-3) 0.010 0.015 0.97 0.010 0.016 0.95 0.010 0.015 0.97
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Figure 12. Comparison between the experimental results and the various models, for the test data

Figure 13. Taylor diagram of the examined models for the estimation of the fundamental period
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CONCLUSION

The fundamental period of a building is an important parameter required for the base shear estimation 
of seismic design. This paper presents an ANN model developed to predict the fundamental period 
of light-frame wood buildings, implementing the Bat algorithm based on reported data-set of periods 
obtained from 71 buildings. Sixteen Bat-ANN models, having two hidden layers, were developed. The 
Bat-ANN model that demonstrated the best performance was the Bat-ANN 2L network (4-3), with a 
5-4-3-1 network architecture. The selection of this specific model was predicated on its performance, 
providing the lowest values of mean absolute error (MAE) and root mean squared error (RMSE) among all 
other models. This model was compared to other models, including the PSO-ANN scheme, the formula 
of the National Building Code of Canada (NBCC), an equation obtained from the Eureqa software, and 
a Non-linear regression (NLR) model. The PSO-ANN scheme was also examined with 16 variations, 
and the best variation was found to be that corresponding to a 5-5-5-1 network architecture. The bat 
algorithm showed the best fit of the data set with R2 value of 0.96 for all data, while the corresponding 
R2 value for the best PSO-ANN scheme was 0.90 for all data. The other models, including NLR, Eureqa, 
and NBCC, demonstrated lower accuracy and showed wider scatter than the BAT-ANN and PSO-ANN. 
Therefore, the proposed Bat-ANN model can be considered as a reliable, robust and accurate tool for 
predicting the fundamental period of wooden buildings.
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